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Applying Multiphase Sampling to Selecting Testlets With
Constraints on Item Blocks

Jiahe Qian, Lixiong Gu, & Shuhong Li

Educational Testing Service, Princeton, NJ

In assembling testlets (i.e., test forms) with a pool of new and used item blocks, test security is one of the main issues of concern.
Strict constraints are often imposed on repeated usage of the same item blocks. Nevertheless, for an assessment administering multiple
testlets, a goal is to select as large a sample of testlets as possible. In this study, the algorithm of multiphase sampling was applied to
selecting and augmenting the sample of testlets to be administered. Several topics related to the algorithm are discussed, such as the
termination of the algorithm, the dynamics of sample size, and the effectiveness of the algorithm. A real database of testlets was used
in the study.

Keywords Testlet; multiphase sampling; constraints on testlets; sample augmentation; termination of the algorithm
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Item blocks are often used to assemble test forms in large-scale assessments, such as in state accountability tests and
international English proficiency assessments. Each block abides by specific content and statistical specifications, and
multiple sets of item blocks can be constructed and used interchangeably in the test. Such a block-based design provides
the means for equating and monitoring trends; moreover, it improves efficiency and is cost efficient through the reuse of
item blocks. In this study, testlet refers to a test form that consists of several item blocks; the blocks can be passage based,
and each passage comprises a set of items. A testlet is defined as a group of items related to a single content area that is
developed as a unit and contains a fixed number of predetermined paths that a test taker may follow (Wainer & Kiely,
1987; Wainer & Lewis, 1990). The items in all the blocks of a testlet are administered to test takers together.

The criterion for a reasonable assembling process is providing normed test forms (testlets) that are parallel and
exchangeable in psychometric properties (Lord, 1980) to test takers; that is, the assembled test forms are equivalent
in terms of their statistical and content-related properties (Chen, Chang, & Wu, 2012). The statistical properties can
be based on item response theory (IRT), such as the deviation of average a parameters of blocks; the test information
function (TIF; van der Linden, 2005); and the test characteristic curve (TCC; Belov & Armstrong, 2008). Based on the
TIF and TCC, combinatorial optimal methods can also be used in attaining parallel test forms (Ali & van Rijn, 2016;
Debeer, Ali, & van Rijn, 2017).

In addition to optimization, another concern for test assembly is test security (Bennett, 1998; Foster & Miller, 2012;
Wollack & Fremer, 2013). Test security is likely to be compromised if item blocks are overly reused. If the blocks with good
psychometric properties are overused, the exposure rate can be high (Chang & Zhang, 2002; Stocking & Lewis, 1998),
exacerbating the likelihood of hurting test security (Luecht, 2012). Underused or never-used blocks lead to inefficiency
and should be avoided. Therefore some constraints must be imposed on the reused blocks in the test assembly or sampling
process, as proposed in this study. Compared with the constraints imposed on computer-based testing (Chang, Qian, &
Ying, 2001; van der Linden, 2003; Veldkamp & van der Linden, 2002), the constraints set for the blocks are relatively more
straightforward.

When assembling forms for an assessment in which frequent tests are administered, it is desirable to acquire a large
enough testlet database so that there can be sufficient forms to assess the appropriateness of the content components
and to have enough backup test forms for substitution. However, this is a demanding task, because the constraints are
primarily imposed on the blocks, whereas the unit selected from the database is a whole test form or testlet. Moreover,
the distributions of the blocks across the forms can be quite uneven. In the database used in this study, one block for one
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position appears in more than 6,000 testlets, whereas four other blocks for the same position appear in only 1 testlet (see
details in the section titled “Database and Symbol Definitions”).

For a database with such imbalance, a regular sampling approach, such as simple random sampling (Cochran, 1977;
Kish, 1965) of testlets, is obviously not a good strategy, because the imbalance will cause inefficiency in sampling. When
simple random sampling is used in selecting testlets from the database, some blocks may be oversampled, while others
are undersampled. To comply with the imposed constraints, most of the testlets drawn in a sample need to be stripped
because of the replica in blocks across testlets; for the details of stripping, see the section titled “Process of Stripping the
Replica Blocks.” Thus a refined sampling strategy needs to be developed, and a stripping process is integrated into the
algorithm proposed in this study to produce test forms that conform to all imposed constraints.

The goal of this study was to propose a multiphase sampling process based on iterative algorithms in selecting testlets
to assemble as large a sample as possible of testlets that meet the constraints imposed on the blocks. The effectiveness
of the algorithm of the assembly engine is proved when the algorithm ends its selection process; moreover, there will
be no testlets that meet the constraints imposed on blocks remaining in the database. Several primary properties of the
algorithm are also provided, including the criterion for termination of the algorithm and the dynamics in sample size.
All the testlets drawn by the algorithm in the sample are approximately equivalent and meet specifications. Such a sample
represents a subdatabase of testlets ready to be administered. A real database of test forms was used for the study.

There is almost no research on assembling testlets by applying sampling techniques for simultaneously creating a
sample of all possible testlets with constraints. In the sample of selected testlets, there were no issues of overusing or
underusing blocks. In addition, there were no unused blocks left in the database, so the testing resources were fully
utilized. The algorithm also assembles as large a sample of testlets as possible, while other computational methods for
automated test assembly usually create one test form in one run. This kind of computational method can be based on
the technique of mixed-integer programming (Luecht & Hirsch, 1991, 1992; van der Linden, 1998) or the weighted
deviation model (Swanson & Stocking, 1993) using a heuristic approach to identify acceptable sets of items for a
test.

Although optimization is not the focus of this report, the algorithm can be improved for optimization under con-
straints. Optimal tactics, such as the minimum deviation of average a parameters of blocks, can be readily embedded in
the multiphase sampling process, and a Bellman equation (Bellman, 1957) can be employed to achieve optimization for
the blocks across positions. When the TIF and the TCC of blocks are available, the methods of combinatorial optimization
can also be used in attaining parallel test forms. Furthermore, the method can be modified to be used with other types of
testlets, though the algorithm was developed for the block-based testlets.

In the next section, the database of block-based testlets and the blocks on the testlets are introduced, including the
symbols used to define various concepts and the constraints imposed on the sampling process. In the “Method” section,
the methodologies applied are reviewed and evaluated, including the partitioning of the block sets, the creation of an
initial sample, and the algorithm of multiphase sampling. The properties of the algorithm, such as the termination of the
algorithm, the dynamics in sample size, and the effectiveness of the algorithm, are also discussed. In the “Results” section,
some empirical results are presented. The final section contains a summary and conclusion.

Database of Block-Based Testlets
Database and Symbol Definitions

To describe the general problem under study, the following example of a large-scale language assessment is considered.
The units of the database are testlets; each testlet consists of three distinct blocks of 14 items in successive position order,
called positions R1, R2, and R3, respectively.

Let B1, B2, and B3 be the sets of blocks for Positions 1, 2, and 3, respectively. Let by, by, and b, be the symbols of the
blocks in B1, B2, and B3. Let {5, = ([b(xllbﬁﬂby) be a testlet with blocks b, € B1, by € B2, and b, € B3, respectively. Let
R, 8,,and £, be the index sets of the blocks in B1, B2, and B3, respectively. Thus B1 = {[ba € &, }, B2 = {bﬁ Beg, },
and B3 = {b,|y € £;}.

Figure 1 shows three sets of blocks in three positions: Positions 1-3 contained in the example used in this study. For
each position, a number of blocks are gathered, and each block meets the same content and statistical requirements and
thus can be used interchangeably. Because of the concerns that test speededness might affect item parameters, the blocks
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Position 1 Position 2 Position 3

I EEE e

Figure 1 Three sets of item blocks in Positions 1-3.

Table 1 Distribution of Blocks Used in Position 1 and Block Average Item Parameters in Testlet Database U

Index o of block b, Frequency Mean_a? Mean_b? O index®
1 5 0.7868 —1.0364 C
2 2,555 0.6166 —0.9503 [¢
3 1,150 0.6625 —0.8775

4 1,322 0.7376 —0.9605

5 468 0.7685 —-0.7379 [¢
6 211 0.7945 —1.0403

7 387 0.8170 —0.8723

8 2,244 0.6934 —1.4365 C
9 2,154 0.6699 —0.8755 C
10 907 0.6866 —0.8906

133 3 0.7686 —0.9363 [¢
134 7 0.7343 —1.0892 C
135 2 0.6988 —0.7385 C
136 5 0.7775 —1.0523 C
137 118 0.7109 —0.8423 C
Average 0.6750 —0.7398

®Mean of the estimated a or b parameters of the items in each block. Note that only 6 item blocks (out of 137) are unique in BI. The
rest (i.e., 131 blocks) are common with B2 blocks. *Index for overlapping. “Block overlaps with one of the blocks in B2.

in B3 are immovable; that is, the blocks in B3 cannot exchange positions with those in B1 or B2. The blocks in B1 and
B2 are allowed to exchange positions with each other.

In Figure 1, there are 137 blocks in B1 for Position 1, as shown in Table 1; for Positions 2 and 3, there are 148 and
50 blocks in B2 and B3, provided in Tables 2 and 3, respectively. There are 131 overlapping blocks across B1 and B2,
which means they are available to be selected in either position (B1 or B2). It is worth mentioning that four blocks in B3
(i.e., y=1,y=26,y=29, and y =47) are only used once in a single testlet (see the distribution of the 50 blocks in B3 in
Table 3). Obviously, the database is characterized with uneven distributions of blocks across forms.

LetU= {faﬁY} be the database of all testlets. Thus

U= {(bylby|b,) la € R).p € L,y € L5} 1)

Because the numbers of blocks for B1, B2, and B3 are 137, 148, and 50, respectively, the total number of all possible
testlets in U equals 1,013,800 (= 137 - 148 - 50) if no constraints are imposed.

In developing assessments with multiple forms, some blocks are not compatible for use in a single testlet, and certain
constraints are therefore imposed (see the next section). The testlets in U are to be screened specifically so that there are
no undesirable properties among them (Wainer & Lewis, 1990). Define [F as a subset of U, F C U, that contains all the
eligible forms that can be used in this study. All the testlets in F are filtered by a set of content and psychometric rules
(Mislevy, 2006) and are ready to be administered operationally. The total number of forms in [ is 81,731, which accounts
for 8.1% of the size of U. The rest of the testlets were filtered out from U by the content or psychometric requirements. For
example, testlets with overlapping or conflicting content across blocks or items (referred to as enemy items/blocks) are all
excluded (Chen et al., 2012).

ETS Research Report No. RR-19-03. © 2019 Educational Testing Service 3
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Table 2 Distribution of Blocks Used in Position 2 and Block Average Item Parameters in Testlet Database U

Index p of block [bp Frequency Mean_a? Mean_b? O index®
1 213 0.7868 —1.0364 [¢
2 181 0.5759 —0.5147

3 160 0.6228 —0.4694

4 60 0.8885 —0.8889

5 45 0.6166 —0.9503 C
6 29 0.6554 —1.0985

7 13 0.6405 —0.6465

8 14 0.8246 —0.7643

9 65 0.7685 —0.7379 [¢
10 217 0.6562 —0.9477

144 57 0.7974 —0.7849

145 156 0.6988 —0.7385 [¢
146 289 0.7775 —1.0523 [¢
147 85 0.6476 —0.7001

148 569 0.7109 —0.8423 [¢
Average 0.6738 —0.7333

*Mean of the estimated a or b parameters of the items in each block. Note that only 6 item blocks (out of 137) are unique in B1. The
rest (i.e., 131 blocks) are common with B2 blocks. *Index for overlapping. *Block overlaps with one of the blocks in B2.

Table 3 Distribution of Blocks Used in Position 3 and Block Average Item Parameters in Testlet Database U

Index y of block [h)y Frequency Mean_a? Mean_b?
1 1 0.5462 —0.6199
2 3,624 0.5955 —0.4612
3 2,481 0.6249 —0.4921
4 840 0.5503 —0.5130
5 2,711 0.7125 —0.5383
6 2,512 0.6879 —0.4832
7 3,594 0.6836 —0.7709
8 3,239 0.7535 —0.7400
9 2,621 0.5685 —0.3526
10 1,003 0.6099 —0.4908
46 2,391 0.5921 —0.5631
47 1 0.5399 —0.2262
48 204 0.5976 —0.3029
49 478 0.7018 —0.7209
50 461 0.6506 —0.6015
Average 0.6454 —0.5058

*Mean of the estimated a or b parameters of the items in each block.

Constraints Imposed on Testlets

In this study, two types of constraints were imposed on the blocks in selecting testlets. First, constraints were imposed
to avoid blocks being overused or underused and in consideration of test security (Davis & Dodd, 2003; Leung, Chang,
& Hau, 2002; van der Linden & Veldkamp, 2004). Second, constraints were proposed for optimization, such as those
constraints imposed on the item IRT parameters across blocks. This is discussed in the “Creation of an Initial Sample”
section.

For test security, constraints are used to restrict the replica of blocks in each position:

1 Eachblockin the R1 position can appear only once in the sample of selected forms. No replica of the same B1 block
is permitted. The same constraints are imposed on the blocks in B2.

4 ETS Research Report No. RR-19-03. © 2019 Educational Testing Service
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2 Because there are 131 blocks overlapping across B1 and B2, such a block can be used in different testlets, but not in
the same one. Thus, for any block in B1 and B2, the total number of its appearances in all the sampled testlets is no
more than two.

3 The blocks in B3 can only appear in the R3 position, yet each block is allowed to appear twice. Because among the
50 blocks in B3, 4 blocks appear in one and only one testlet, the maximum size of a batch of sampled testlets is
96 rather than 100. Otherwise, by the pigeonhole principle (Rittaud & Heefter, 2014), the fact that four B3 blocks
appear in one and only one testlet would be contradicted.

Index Set of Sampled Blocks

To control the selection process of multiple phase sampling, each block set— either B1, B2, or B3 —is partitioned based
on the status of the blocks being used in the testlets already sampled in prior phases. These partitions are denoted with
index sets. For example, in B1, let q; ; € &, be the index set of the blocks that are sampled only once.

Similarly, in B2 and B3, define q,; € £, and q;; C ;. Because the constraints imposed on the blocks in B3 allow
each block to be used up to two times, q;, C £; is defined as the index set of the blocks that are used exactly twice in
testlets. Analogously, we can define sets q; t, 4, 4> and q3 ,;, where k is a natural number that is larger than 1; however,
due to the constraints imposed in this study, the sets of q; x, 4,4, and q3 ., (Vk> 1) are all empty. The main purpose of
introducing the index sets is to create the source sets of testlets employed in multiphase sampling.

Method
Creating an Initial Sample

In this study, the initial sample S% consists of two subsamples ST and S; of testlets. First, select two testlets for each B3
block and create the subsample S7, that is, a set of 96 testlets from the database used in this study. Second, select one testlet
for each B1 block and create the subsample S%, a set of 137 testlets from the database. Then, create the union of two sets
St and S5: S™ = S} U S;, with a sample size of 233.

In selecting ST and S7, an optimal strategy is employed to achieve a balance in the IRT parameters for the items in
selected blocks. In this study, the database contains the mean of the estimated a or b parameters of the items for each of
its blocks; see the mean_a and mean_b columns in Tables 1-3. They are defined as Ay, > and a, for the blocks b, lbﬁ,
and [by in B1, B2, and B3, respectively.

The overall averages of ay, , > and a;, across blocks are ay, , a, , and Ehy., respectively; for example, a;, is 0.6756,
according to Table 1. Deviation of a block can be defined as the difference between its mean-a parameter and the overall
average,suchasdy, =a;, —a, inBl.Thesame definitionsareused for the blocksin B2 and B3. Givenablockb, € Bl,

{ (Ih)m0 |lbﬁ|[by> elF } is the set of testlets that contained by, - Thus we choose a testlet from the set of { <[ba0 |bog | [by) elF
satistying certain conditions on deviations for B2 and/or B3 blocks. One optimal tactic is to select a testlet from the set
with block by that has the minimum deviation; this tactic allowed the testlets in the sample to have comparable median
psychometric properties in the IRT a parameters. If more information, such as timing data, is available, more factors can
be included to achieve improved optimization in assembling. When the deviations, such as d;, and de, are available,
to obtain balanced properties for blocks across positions, an alternative to the selection strategy can also be considered.
For a given block b, € B, the altered strategy is to choose a testlet from the set of { <[h>a0 |[bﬁ|[bY> € [F} satistying the
constraints expressed in the Bellman equation on IRT item parameters:

where ¢ — 1 indicates the cycle of the sampling phase. The solution to Equation 2 can be obtained from the finite testlets
in q;_ll; no complex computations, such as mixed-integer linear programming, are needed in obtaining the solution. For
example, if the deviation dh is assumed to be positive, the strategy can choose a testlet with negative dj, if such a testlet
is available. For IRT-based optlmal tactics, the TIF or TCC can be used as the statistical target in assembling parallel test
forms. Because most of these assembly designs use items or blocks to assemble test forms, such optimal test assembly
is constrained to a mixed-integer programming problem (Luecht & Hirsch, 1991). The problem can be addressed using
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'

Obtain initial sample $°* from S.
Lett = 0.

A i

A
Strip S* and obtain the refreshed S* = §%, U S§ ,.

Refresh index sets qf 1, a5 1, a§ 1, and a5 5.

Create first-source-set F* = {(I,|bg|by) € F| o & qf 1, B & a5,y € q5,}.
Create second-source-set F§; = {(Iby|bg|b,) € F|a & gt 1, & a5,y € a5,}

lett=t+1.

A4

Select two samples, ES ; and E , from F§ ;" and Ft~, respectively.

Form an augmented sample S** = §§7' U S5 UES; U ES,.

Figure 2 The principles of multiphase sampling in selecting testlet samples.

different complicated methods. For example, linear models (van der Linden, 2005) can be used to solve the problem based
on TIF; the heuristic branch-and-bound method can be used to perform an intelligent search and find the solutions
to the design based on TCC (Belov & Armstrong, 2008; Hansen, 1992). However, for our proposed assembly method
based on testlets, if the TIF or TCC is available, the problem can be solved in a relatively more straightforward way.
Unlike assembling with items or blocks, the testlets can simply be selected from a finite set of sorted testlets that meet the
conditions imposed by a target TIF or TCC. This is similar to obtaining the solution to Equation 2.

Process of Stripping the Replica Blocks

Based on the previously mentioned constraints, each B1 or B2 block is allowed to appear in all testlets only once and each
B3 block a maximum of twice. Because the selected testlets in the combined S%* can violate the imposed constraints, the
replica blocks — either in B1 or B2 or the blocks appearing more than two times in B3 —need to be stripped. The stripping
process consists of the following three steps. First, strip the testlets in S°* with B3 blocks such that only two testlets in
each block are retained in the sample. For the database used in this study, no more than 96 testlets will be retained in the
sample after this stripping step. Second, the testlets with extra B2 blocks are stripped so that only one testlet in each B2
block is kept in the sample. After the second stripping step, fewer testlets are retained. Third, similarly, the testlets with
extra B1 blocks are stripped, and only one testlet in each B1 block is retained. All the stripped testlets will be put back
into the database. We obtain the stripped initial sample S° by applying the stripping process, and in the next stage, we
augment the sample S°. Note that in the stripping process, the order of Step 2 and Step 3 can usually be switched without
noticeable effects on the final results. For the database used in this study, the sizes of the initial samples were 29 and 31
testlets, respectively, for the two examples presented in the “Results” section.

Algorithm of Multiphase Sampling

This section covers the algorithm of multiphase sampling used to augment the sample of testlets in the study. Figure 2
presents a flowchart of the strategy of sample augmentation. Several related topics are also discussed, such as termination
of the algorithm, the dynamics in sample size, and the effectiveness of the algorithm.

6 ETS Research Report No. RR-19-03. © 2019 Educational Testing Service
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The First Phase of Sample Augmentation

After the creation of the set of sampled forms, S°, the index sets need to be updated. Let q3 , = {y| ([ba

by|b, ) €
S and p, appears once in SO} and q}, = {y| ([ba |[bﬁ’ [by) € S” and p, appears twice in S° . Similarly, define q{ ; and
a3, Define 83, = { (b, [o5| b, ) €S° 1y € a?, }and 89, = { (b, [by| b, ) €S° 1y € ), }s 80 =88, USY,,.

After the creation of the initial index sets of the block status, we have information as to whether these blocks are used.
Based on q(l) o qg o qg > and qg ,» We can create a first-source set of testlets:

= {(o

The creation of source set F” and F’ (t=1, ... , T) in the later phases is critical to the algorithm of sample augmen-
tation. The set F* contains the testlets with the blocks b, in B3 that have never been used and is usually not empty. The
augmentation process continues until I is empty. Because [F? is the set of testlets formed by excluding testlets with the

[bﬁk| [bYk) ¢ S°).

by B, ) €F g ad, B a,v ¢, ). (3)

blocks in q |, q3 , and qJ ,, if a testlet ([bak

[bﬁk| [h’vk) is drawn from [, it must not be in S (i.e., <[bak

Moreover, the combined set, S° U ([bak

b, | b, kﬁ)) complies with the constraints imposed.
A second-source set of testlets can also be defined:

[F;{l:{([bq by| b, ) E[Fl(x@éq?’l,ﬁﬁqg,l,yqu,l}. ()

This contains the testlets with the blocks p, in B3 that have been used only once. Note that F), is usually not empty

initially. Then two samples are randomly selected from | and F°:

e, = { (b
B, = { (b

with constraints under optimal tactics. The sample Eé,r randomly drawn from [F;{ , With constraints, consists of testlets
with each block b, in [F30’ , that appears only in one testlet; the sample [E;,z’ randomly drawn from F° with constraints,
consists of testlets with each block b, in [FO that appears two times if block b, appears in two or more testlets.

At the end of the first phase, we obtain an augmented sample set

[bﬁ| [by) S [F;"1 |b, appears once} (5)

and
[bﬁ' [by> € [Folfh)y appears up to two times} , (6)

1% _ <0 0 1 1
S = SM U S3,2 U [E3,1 U [E3’2.

There can be replicated blocks in S!* that violate the imposed constraints. Thus we can apply the stripping process to
S to obtain a stripped augmented sample S'. The size of S° is smaller than the size of S!.

The tth Phase of Sample Augmentation

We continue the process of augmentation as illustrated in Figure 2 by repeating the first phase described above. Let
the current phase be the tth augmentation. The previous phase is then the (t — 1)th. The sample from the previous
phase can be partitioned into two parts: S'~! = S{' U S, where S|} = { <[h>a [bﬁ’ by> eS|yeqy] }, andS{7' =
{ ([ba [bﬁ| [by) €S |yeqyy } Based on S'~!, update q}! = {y| ([b‘x ‘[bﬁ| [by> € S'"! and b, appears once in St‘l}
and g} = {v | <[ba ’[bﬁ’ [by> € S'! and b, appears twice in S'~'}. Similarly, update q{7" and q}7'.

by| [by> eFlagq . peallyea } be the first-

source set. Similarly, based on the refreshed q17', q5 ', and q5 ', let F{ 7' = {([ba |[bﬁ| [by> eFlaga,pgas v e qg’_ll}

be the second-source set. The process of augmentation ends if both F*~! and F} " are empty. Otherwise, continue the

Based on the refreshed q{7', q5 ', and q} !, let F*' = { ([ba

augmentation and randomly select two samples from F!7' and F'~":

e, = { (b

ETS Research Report No. RR-19-03. © 2019 Educational Testing Service 7
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B, = { (b,
t

with constraints under optimal conditions. The sample [; |, drawn from [Fat,_11 randomly with constraints under optimal
conditions, as in the “Creation of an Initial Sample” section, consists of the testlets with each block b, in [F3t,_11 that appears
only once; the sample [Eg,z, drawn from F*! randomly with constraints under optimal conditions, as in the “Creation
of an Initial Sample” section, consists of the testlets with each block b, in F*=! that appears twice if block b, appears in

and
bﬁ‘ lby> eF! |b, appears up to two times} , (8)

two or more testlets. In each phase, the optimal strategy of the minimum deviation or the strategy in Equation 2 can be
employed in selecting samples from F*~! and F!7'.
At the end of the tth phase, we obtain an augmented sample set

tx _ t—1 t—1 t t
S = 83’1 U 83’2 U [E3’1 U E&Z.

The stripped augmented sample S’ can be obtained by applying the stripping process to S**. Then, start the next phase
of sampling until both the first- and second-source sets are empty: F* = f and [Fat,1 =0.

Properties of the Algorithm
Existence of a Termination

Because total correctness requires that an algorithm terminate, the termination proof is an essential part in formal verifi-
cation of the algorithm (Dijkstra & Scholten, 1980; Knuth, 1973). It is also essential to show the existence of a termination
of the multiphase sampling algorithm. We stated earlier that the augmentation process ends when both the first- and
second-source sets are empty: F! = fJ and [F;1 = ). The basic issue is whether the augmentation algorithm always leads to
an end. It is straightforward to depict the algorithm when only adding one testlet at each phase, although, in practice, we
always select several testlets into the sample at each phase. Let S'™! be the stripped sample and its sample size be n' ~! at
the (t — 1)th phase of selection. Let F*~! be the source set obtained. The set ! is formed by excluding the testlets with
the blocks in q17', q5', and ¢4 from F.

L
Assume f, g, = (b, lbﬁv| Ibyw> is the only testlet drawn from F*~" at the tth phase. Clearly f, 5 , & S'™!,50 " =

sty {ﬂ:“uﬁVYW
stripped (i.e., S* = S™). The sample size of S’ is n'~! + 1. If we select one testlet at each phase, the sample S* will be
augmented with one extra testlet continuously, and the sample size will add one at each phase (i.e,, fort=1, ..., T):

}. Because the testlets in S™*comply with the constraints imposed, S has no testlets that need to be

S'cs’c...s'c...sh.
Simultaneously, the size of the source set will be reduced:
F'oF*> ...F'> ... F.

Because the maximum sample size is 96, there exist T (<96) such that F” = . The next stage is to select testlets from
[F3T1+ Y (T=1, ..., T'). We apply the same strategy to select one testlet each time from [F3T1Jr !. Then, we update [F3T1Jr ''and

obtain [!:3T1Jr % until [!:3T1+ T = gat phase T" = T + T . Therefore the augmentation algorithm will terminate at T".

Dynamics in Sample Size

by, | b, ) is the only testlet
that contains block b, ; there are several testlets that contain block b, . If the testlet f, g . isin the sample, f, o .
not be in the sample. Because the block b,  is used, the block b, can never appear in any testlets in the sample when the
selection terminates. Otherwise, if the testlet f,_ is in the sample, f, can also be in sample. Thus both the blocks
b, andb,  canbe used.

In general, let F*~! be the source set obtained at the (¢ — 1)th phase of selection. Let fquﬁ_y_be a selected testlet. Thus,

A case can be used to illustrate the existence of dynamics in sample size. Assume f, g, = <[h>%
will

Oﬁhyc asx BbYC*

ﬂ:‘xaﬁ-Y-

f“apbyc

contains b, but not b, (ie., &, € q; ). By its definition, the source set F~! does not contain a specific testlet
- Hence, the testlet f, 5, has no chance of being selected at the th phase of selection. If the testlet f, 5, is never
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to be stripped from the sample in a phase before the end of selection, the testlet f, g , has no chance of being selected.
Nevertheless, if , g, is stripped from the sample in a phase before the end, the testlet f, 5 .
set and has a chance to be selected. In this case, because there exists uncertainty for f, 5 . to be included in the sample,
the sample size is dynamic. In this study, for example, the size of the first sample drawn is 80, and the size of the second
one is 84.

can be included in the source

Effectiveness of the Algorithm

The effectiveness of the algorithm suggests that, given a sample selected, no further testlets can be drawn from the remain-
ing database. From the discussion, we know that the size of a final sample ST is not always the maximized one among
all possible samples. Nevertheless, the algorithm of multiphase sampling achieves maximum effectiveness in its searching
because no testlets that can be included in the final sample ST remain in the database. If a testlet <[ba [bﬁ| bv) in the

remaining database can be included, this implies two situations: First, for block by, o & ¢\ ;; for by, f & q5 ;3 and for b,,
Y € q3,. So ([ba

by, o & qi ;3 for by, B & q5 ;s and for b, v € q ;. So ([ba
of termination: F; | = .

bﬁ’ [by> e FT (ie., FT # @), which contradicts the condition of termination: F” = @. Second, for block

[bﬁ’ [by) €, (ie, F;, # ), which contradicts the condition

Results

In this example, two samples of testlets were drawn from the database following the procedures described in the “Database
of Block-Based Testlets” section and the “Method” section. This section provides the results yielded by the multiphase
sampling.

The selection of the first sample comprised two steps. The first one was creating an initial sample that was merged
from two subsamples S™ = S} U Sj: a set of 137 testlets yielded by selecting one testlet for each B1 block and a set of
96 testlets yielded by selecting up to two testlets for each B3 block. In addition, to improve the psychometric properties
of the sampled testlets, these two subsamples were drawn based on the optimal tactic of minimum deviation in selecting
S} and S. The deviation in B1 is defined as d,, = a;, — a;, , where a;, is the mean-a parameter of each block and a,
is the overall average across all blocks. For each block b, in B1, from the subset of the testlets in the source sets that
contained b, , we selected a testlet with the minimum deviation. On the basis of the same optimal principle, we selected
up to two testlets for each B3 block. The averages of the mean-a parameters of the blocks in B1, B2, and B3 can be found
in Tables 1-3. Then, according the constraints imposed, the stripping process was applied to drop the replica blocks in
B1 and B2; the size of the stripped initial sample S° was 29.

The second step involved using the algorithm of multiphase sampling to augment the stripped initial sample. At each
phase, say, tth, two samples, E;’l and [Eé,z’ were sampled from subsource sets [F;‘l1 and F'~! with constraints. On the
basis of the processing records of the Phase 1 selection, the sizes of the source sets [F;1 and F'~! were 6,248 and 2,810,
and the sample sizes of [E;’1 and [E;,2 were 19 and 34, respectively. Although the strategy in Equation 2 was not diffi-
cult to implement, the optimal principle of the minimum deviation was also applied in each selection phase in this step
because the samples presented in this section were used to demonstrate that the algorithm could accomplish the goal of
sampling testlets with constraints. After four phases of sample augmentation, the size of the final sample (S*) of testlets
obtained was 80. Across all 80 testlets, the B1 and B2blocks appeared only once, and the B3 blocks appeared up to two
times.

The selection of the second sample was based on the database that excluded all of the testlets in the first sample. The
same sampling procedure was used to select the sample. The size of the stripped initial sample was 31. After four phases
of sample augmentation, the final size of the second sample was 84. The selection in each phase also applied the optimal
strategy of minimum deviation.

The difference in the sizes between two empirical samples in this case showed the dynamics in sample size, as shown
in the “Properties of the Algorithm” section. The algorithm can be improved in a few ways. For example, when several
samples need to be drawn, the algorithm can be refined to draw a sample with larger sample size in an earlier selection
phase than in a later one. Nevertheless, this strategy may not be the goal of a test operation.
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Summary

In this study, the algorithm of multiphase sampling was developed to select block-based testlets (or test forms). In the sam-
pling process, different types of constraints were imposed on the blocks of the testlets in the selected samples. The first
step was to form an initial sample that consists of two subsamples drawn with controlled selection (Cochran, 1977, p. 124)
of blocks’ appearance in forms. An optimal strategy was employed to achieve balance in the IRT parameters for the items
in blocks. The second step was to apply the multiphase sampling to augmenting the initial sample and to yield a sample
of testlets as large as possible. In each phase of sample augmentation, a source set of testlets was created containing those
testlets made up of blocks that had not yet been used. Next, the testlets with replicated blocks were stripped. Then, the
information of the selection status of all the blocks was updated. Several topics related to the algorithm were also discussed,
including the termination of the algorithm, the dynamics in sample size, and the effectiveness of the algorithm.

The sampling process enables us to simultaneously draw as large a sample of testlets as possible with constraints
enforced, whereas other computational methods usually yield one or several test forms at each run, yet with no possi-
bility of attaining the maximum batch size with imposed constraints, as the proposed algorithm of multiphase sampling
does. There are no problems of overusing or underusing blocks for the selected testlets. Although the development of the
process was based on the constraints described in the “Constraints Imposed on Testlets” section, the data in this study were
used for illustrative purposes, and the algorithm can be readily adapted to altered constraints. Without loss of generality,
three alternatives are considered here:

e Case 1: Set the appearance of each B3 block in the sampled testlets up to three times, with all other constraints
remaining the same. At the tth phase of sample augmentation, we need to add qg’_; to q;_ll and qgjzl; then S§*~! =
Sy USL) USLY Next, define source sets F'~', F{7', and F}' and draw three samples E{ |, Ef ,, and Ef , from
i7" F5' and F', respectively. At the end of the tth phase, the stripped augmented sample S* can be obtained by
applying the stripping process to S" = S{7' U SI ' U S| UE] | UEY, UE} ;. For more details, see the appendix.

e Case 2: Set the appearance of each B3 block in the testlets sampled to be only once, instead of up to twice, with all
other constraints remaining the same. The practice is also straightforward. At the fth phase of sample augmentation,
we only create qg_l, instead of qgjll and qg’_zl; then S'~! = Sg_l. After the source set [Fgf_1 is created, the sample [E{
will be selected from F/~".

e Case 3: Set each block in all positions (either in B1, B2, or B3) in the sampled testlets to appear up to two times. We
can select just two samples of testlets with each block to appear only once in all three positions—in Case 2—and

then merge two samples.

In survey sampling, multiphase sampling is usually applied to obtaining information about stratification and estima-
tion. The algorithm of multiphase sampling developed in this study was designed to sample testlets with constraints, and
multiphase sampling was applied to augmenting the sample and updating the selection status of blocks, repeatedly, until
the process ended. Because of the effectiveness of the algorithm (see the “Properties of the Algorithm” section), the pro-
cess was optimized: No testlets that remained in the database had nonselected blocks when the algorithm terminated.
Therefore high efficiency was ascertained for the algorithm. Other properties of the algorithm were also discussed in this
report, including the termination of the algorithm and the dynamics in sample size. For future research, the algorithm can
be further improved in a few ways, according to the different assessment conditions, as discussed in the “Results” section.
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Appendix
Sampling With Constraint on Testlets With Each B3 Block’s Appearance up to Three Times

The altered constraint sets the appearance of each B3 block in the sampled testlets up to three times with all other
constraints remaining the same, as in the section “Index Set of Sampled Blocks.” The creation of the initial sample is
similar to those in the section “Creating an Initial Sample,” except that the subsample S} has up to three testlets for each
B3 block. Similar changes need to be made for the stripping process of the replica of blocks.

At the tth phase of sample augmentation, we need to add an index set qé}l in addition to qgfll and qgjzl. The sample
from the previous phase will be partitioned into three parts: S'~! = S;‘ll u S;‘; U S;g‘;. Define the first-source set as

Fol = {([b(,
R = { (b

F = { ([ba

Finally, select three samples from F} 7", F/!, and F'~!:

B, = { (b,
B, = { (b
B, = { (b,

At the end of the tth phase, we obtain an augmented sample set

by|b,) €F lagaiipearl v gall ),

the second-source set as

by| [tle) €Flagq.peas.yEas }

and the third-source set as

byl by ) €F la g all B¢ ablyear |

[bp| [by) € [F;_lll[b)y appears once } ,

[bﬁ‘ [by> € [F;l |bb, appears up to two times } ,

bﬁ’ [by> eF! |bb, appears up to three times } .

tx _ Qt—1 t—1 t—1 t t t
S = 83,1 U §3’2 U 83’3 U [E3,1 U [E3’2 U [E3,3.

The stripped augmented sample S can be obtained by applying the stripping process to S*. The augmentation process
will continue by applying the next phase of sampling until all three source sets are empty: [F3T’1 =, [Ff2 =@,andFT = ¢
at phase T.
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